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ABSTRACT

In order to exploit strengths and avoid weaknesses of the First Order Ambisonics (FOA) microphone technique, we 
devised a new, portable 3D microphone recording technique, “W-Ambisonics.” This new technique incorporates 
a spaced stereo cardioid microphone pair (for frontal information) with two FOA microphone arrays (for lateral, 
rear, and height information). In W-Ambisonics, two FOA microphones are spaced 17 cm apart to capture and 
represent interaural cues precisely, with two cardioid microphones spaced 50 cm apart, 50 cm in front, which 
improves frontal directionality. Combining these two microphone pairs enables the translation of recorded audio 
into various reproduction formats according to practical limitations in reproduction peripherals. The design focus 
of this technique was efficiency in the recording stage and scalability in the reproduction stage. We conducted three 
perceptual experiments whose results show that the W-Ambisonics method enables improved lateral localization, 
provides comparable sound quality to the conventional spaced array technique, and translates spacious yet precise 
sound images in listening evaluations of a binauralized headphone rendering. The W-Ambisonics microphone 
technique is practical, precise, and scalable across multiple reproduction scenarios, from binaural to multichannel 
systems.

1 Introduction

Ambisonics is a spatial audio technique which aims to
analyze, synthesize and reconstruct physical behaviors
of a sound field. This technique has been researched
for decades since the pioneering work by Gerzon [1].
This technique can be understood as a system of full
periphonic directional sound pickup, storage, process-
ing and reproduction around an origin position of a
sound field based on the theory of spherical harmonics
[2, 3]. The technique can be distinguished by the order
of spherical harmonics in use. For example, a First

Order Ambisonics (FOA) system encodes and decodes
a sound field using the 0th and first order spherical har-
monics. Higher Order Ambisonics (HOA) extends the
range of spherical harmonics.

The characteristics of an Ambisonics system can be
summarized in terms of the four following features:

• It is a single-point recording technique. An FOA
microphone array captures the entire sound field
by using four coincidentally positioned micro-
phone capsules. Each capsule corresponds to both
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sound pressure and the three orthogonal compo-
nents of velocity at the center of the sound field
respectively. The captured signals represent the
0th and first spherical harmonics [2].

• In contrast to object-based methods, it is indepen-
dent of sound source number or speaker configura-
tion, and can be scaled to any desired reproduction
system without requiring specific up- or down-mix
[4].

• It can provide a relatively stable phantom sound
image and good immersive experience [4].

• As a single-point recording method, it is much
smaller, more portable, and requires less setup
time than large microphone arrays, which are typ-
ically more costly [5].

Despite the advantages of Ambisonics microphones,
previous studies [6, 7, 5, 8] of 2D and 3D microphone
techniques comparison show that Ambisonics-based
recordings typically received lower perceptual ratings
than spaced microphone techniques (e.g., the 3D ex-
tension of the Hamasaki Square), or near-coincident
microphone techniques (e.g., ORTF-3D), specifically
in localization precision and timbre coloration. More-
over, Ambisonics techniques, particularly FOA, present
much wider sound images of direct sound sources, re-
sulting in a 180-degree “wrap-aroud” of frontal sound,
which contrasts with customary “cinematic” perspec-
tives in stereo audio. This widened presence of frontal
images can be perceived as “unnatural” [5, 9].

In order to improve on these FOA limitations––and to
better utilize the Ambisonics advantage for ambient
sound and reverberation––we developed a new record-
ing technique, “W-Ambisonics,” that we propose here.
The method combines a pair of FOA microphone ar-
rays with a conventional spaced stereo microphone
technique as illustrated in Figure 1.

In W-Ambisonics, two FOA microphones are spaced
17 cm apart to capture and represent interaural cues
precisely, with two cardioid microphones spaced 50 cm
apart, 50 cm in front, which improves frontal direc-
tionality. Varying the elevation of the cardioid pair en-
hances spatialization techniques such as reproduction
with height channels. The combination of these two
microphone pairs enables the translation of recorded
audio into various reproduction formats according to

Fig. 1: “W-Ambisonics” microphone configuration.
The cardioid pair is separated by 50 cm, lo-
cated 50 cm behind two first-order Ambisonics
microphones spaced 17 cm apart according to a
standard interaural distance. Varying the height
between pairs enables height spatialization.

practical limitations in reproduction peripherals. For ex-
ample, the proposed method is scalable from 2-channel
conventional stereophony (particularly spatially accu-
rate binaural rendering) to 9-channel immersive audio.
In this study, we tested subjective implications of the
proposed method, to address the following research
questions:

1. Can the proposed microphone technique provide
better lateral localization than a conventional sur-
round recording technique?

2. Can the proposed microphone technique be an
efficient substitute for a conventional spaced array
technique?

3. Is the reproduction of the proposed microphone
technique “scalable”: can its signal be converted
effectively across different playback systems,
from binaural to 3D sound reproduction in multi-
channel loudspeaker arrays?

We designed and conducted three perceptual experi-
ments to address these questions. First, we compared
lateral auditory localization performance using audio
recorded via the proposed method as compared to a con-
ventional 5-channel surround microphone technique.
Second, we devised a new binauralization method us-
ing the rear FOA microphone pair for headphone-based
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reproduction, as each of two FOA microphones renders
precise spherical harmonics analogous to the two ear
positions of a human listener. Lastly, we made a solo
piano recording using 5-channel surround technique,
7-channel immersive technique (5-channel plus two
height channels), and the W-Ambisonic array, and sub-
sequently evaluated the associated perceptual qualities
of these three techniques.

2 Experiment 1: Lateral Localization
Evaluation

As our initial experiment, we conducted a pilot study
that compared human auditory localization perfor-
mance using audio recorded via the proposed W-
Ambisonics technique as compared to a conventional
5-channel recording technique. Our hypothesis was
that W-Ambisonics enables improved performance in
the lateral area. Instability in lateral localization is one
of the most deficient issues for conventional 5-channel
recordings [10, 11]. Only left-side localization was
tested to simplify the experiment design.

2.1 Stimuli preparation

The experiment was conducted in the ECET Immersive
Audio Lab at Rochester Institute of Technology (RIT).
Seven Genelec 8020 loudspeakers were positioned as
shown in Figure 2 as lateral sound sources. The loud-
speakers were positioned at the azimuth angles from
front left (45◦) to rear left (135◦) at 15-degree intervals.
The distance between the center of the circle (listening
position) and each loudspeaker was 320 cm.

Two sound sources (a pink noise pulse and a mono-
phonic anechoic recording of xylophone) were repro-
duced via each of seven loudspeakers and captured
using three microphone techniques as illustrated in Fig-
ure 2:

• One pair of cardioid microphones (DPA 4011),
which represents the lateral segment of a surround
recording microphone configuration (such as the
Fukada Tree [12]).

• One cardioid microphone (DPA 4011) and one
FOA microphone (Rode NT-SF1), together rep-
resenting one of two lateral components of the
W-Ambisonics technique. The FOA microphone
was positioned at the center (listener ear) position,
with the cardioid microphone 50 cm in front.

Fig. 2: Illustration of stimuli recording procedure.
Seven loudspeakers were located in a semi-
circular arc at 15◦ increments to create seven
directional sound sources at 320 cm from the
central recording position. These sources were
recorded using three microphone techniques:
the red color illustrates the pair of two cardioid
microphones; green for the cardioid-FOA pair
with a distance of 50 cm; blue for the cardioid-
FOA pair with a distance of 75 cm.

• The same W-Ambisonics configuration as above,
but with a 75 cm distance between microphones.

2.2 Listening test

For listening test playback, we used the same loud-
speakers as used for stimuli recording, as shown in Fig-
ure 2. The seven stimuli recorded with the cardioid pair
was reproduced through the front-left (45◦) and rear-
left loudspeaker (135◦). The cardioid-FOA pair was
reproduced through three loudspeakers: the cardioid
microphone was reproduced through the same front-left
loudspeaker, and the FOA microphone signals were de-
coded into the side-left (90◦) and rear-left (135◦) chan-
nel using the “Sampling or projection decoding (trans-
pose)” method (Higher-Order-Ambisonics-master de-
coder [13]).

Participants listened to and reported the perceived im-
age direction associated with the three recording tech-
niques. We also included a non-processed, direct play-
back condition as the reference. It was assumed that
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Fig. 3: Average angular errors in lateral auditory localization for seven source positions. Four colors represents
different playback conditions (reference, cardioid pair, cardioid-FOA pair (50 cm), and cardioid-FOA pair
(75 cm)) as indicated in the legend box, with double-ended arrows indicating the standard error (SE) of
angular error for each position.

this reference would give the most accurate directional
cue to the participants, so that we could compare lo-
calization performance across the three recording tech-
niques. In total, each listener evaluated 56 stimuli (2
types of sound sources, 7 source positions, and 4 meth-
ods: cardioid pair, cardioid-FOA pair (50 cm), cardioid-
FOA pair (75 cm), and reference (direct playback of
source signals).

For reporting, participants indicated their perceived di-
rection using a smart sensor, the Bosch-bno055 USB
stick, which collected directional angles using the
Bosch development desktop 2.0 software. Participants
were seated in the center position, and the sensor was
calibrated for each participant. The reproduction levels
of all stimuli were matched at the listening position.
The stimuli were presented in a randomized order, and
the subjects could listen to a single stimulus repeatedly
until they were able to report a perceived angle.

Six participants (RIT students and research staff) com-
pleted the listening test, who were were normal-hearing
listeners and have experience with 3D sound, music
production, and/or musical training.

2.3 Results

Figure 3 shows the average angular errors of reported
localization angles. Compared to the reference stim-
uli (red bars), three methods produced about 18◦ error
in average for lateral localization. This result is not
surprising considering the limitation of a pairwise re-
production method, which would produce large angular
errors and unstable images in the lateral area of a con-
ventional surround reproduction system as previously
reported in [10]. The interesting finding here is that
the proposed W-Ambisonics method (in both 50 cm
and 75 cm distances) afforded improved localization in
the 90◦ direction. This indirectly supports that the pro-
posed method is more effective in producing a reliable
lateral image than a conventional 5-channel method.
Readers should be advised that additional balancing
(between the front, side, and rear channel) would be
required to achieve the best reliable side image in a
practical recording and mixing situation. Nevertheless,
the proposed method produced enhanced localization
of lateral sound images.
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3 Experiment 2: Binaural rendering
using two rear FOA microphones

As stated earlier, an FOA system can render sound
sources’ directional information for all directions.
Moreover, this characteristic is not deteriorated by a
listener’s head movement, which is different from other
microphone-based auralization methods. Therefore, it
is possible to virtualize FOA loudspeakers for head-
phone reproduction with a head-movement-free sound
field. Considering that the static binaural image has
been a bottleneck for many headphone-based appli-
cations, this virtualization of an FOA sound field for
headphone playback was a breakthrough for audio in
virtual reality (VR) and augmented reality (AR) appli-
cations.

While FOA-based headphone sound rendering allows
freedom of head movement, the perceived sound qual-
ity has not been optimal. Specifically, the spatial fi-
delity of a sound field from FOA is worse than that pro-
duced via conventional microphone techniques [14]. In
addition, many researchers found that the FOA method
can capture and render a small area of a sound field
successfully, but not the entire sound field surround-
ing a listener’s head. This spatial inconsistency led us
to hypothesize that two FOA microphones might sam-
ple and render the sound field correctly if located as
analogous to the two ears of a human listener, towards
ecological validity (realism). For this reason, our pro-
posed method positions two FOA microphone arrays
separated by the standard 17 cm interaural distance, as
a human-centered generalization of sound field spatial
sampling [15].

We conducted an informal listening test comparing
a single FOA binauralized sound field with the pro-
posed double-FOA method. The result shows that the
double-FOA method provides listeners with a wide,
realistic representation of musical instrument perfor-
mance, which subsequently increased the overall sound
quality. We are continuing our study and plan a future
publication on findings.

4 Experiment 3: In-situ recording of a
solo concert piano music

Based on our proposal and previous experiments, we
designed and conducted a pilot experiment to test the
W-Ambisonics technique for in-situ recording. For

Fig. 4: Three playback configurations for immersive
loudspeaker reproduction of the solo piano
recording: (1) conventional 5-channel surround
(black), (2) 5-channel surround plus two height
channels (black + red), and (3) 5-channel sur-
round plus two height and two additional side
channels (black + red + blue).

this experiment, we located both a conventional mi-
crophone array and the proposed W-Ambisonics ar-
ray in McAfee concert hall of Belmont University in
Nashville (TN, USA) and recorded a solo concert of
piano music. The recordings were then mixed to (1)
5-channel surround (a conventional surround format),
(2) 5-channel plus 2 height channels (a more immer-
sive presentation through a vertical extension of the
piano sound field), and (3) a 9-channel W-Ambisonics
configuration (which can be considered equivalent to
a standard 5-channel surround format, plus two addi-
tional horizontal side channels and two height chan-
nels). Additional side channels for (3) were added to
support continuous lateral imaging based on results of
Experiment 1. The three recording formats shared the
same frontal (left, center and right) microphones and
varied for rear and height channels. Figure 4 illustrates
how these three recording methods were reproduced
through loudspeakers. In this recording, we used the
A-format signals of the FOA microphones as proposed
in [9] to reduce any potential artifact from B-format
conversion and maintain the best sound quality possi-
ble for high-fidelity music recording. We oriented each
FOA microphone array so that three of its microphone
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capsules could face side, rear, and height directions to
capture the musical performance stage. The capsules’
signals were directly assigned to the corresponding
loudspeakers for reproduction.

For our pilot listening study, we invited six audio
professors and research assistants and evaluated their
preferences regarding timbral fidelity and spatial fi-
delity. Participants were presented in random order
three sound fields (5-channel surround, 7-channel sur-
round+height, 9-channel front+FOA-decoded side, rear,
and height) and they reported their perceived magni-
tudes using a 5-star Likert scale (worst, poor, fair, good,
excellent). We asked participants to describe any id-
iosyncratic perceptual differences in comparing the
three reproduced sound fields. We matched the loud-
ness of the three sound fields using a NUENDO LUFS
normalizer as well as by ear. The front channels of
the 9-channel sound field sounded relatively quieter
due to the presence of the many ambience components
contributed by the FOA microphone arrays.

Analysis of the informal listening study showed a trend
that the W-Ambisonics (9-channel surround) was evalu-
ated either higher or similar to the 7-channel immersive
representation of a solo concert piano. It is of interest
(and of relevance to our ecological validity proposal)
that overall preference was correlated with spatial fi-
delity. The participants appeared not to discriminate
among the three reproduced sound fields based on spec-
tral differences, but rather on spatial differences. One
participant commented that the 9-channel sound field
provided her with a more realistic concert hall expe-
rience yet she preferred the 7-channel version due to
the clearer image of the piano. Her comments (along
with similar opinions from other listeners) highlighted
a plausibly relevant additional factor–the presence of
visual cues. We hypothesized that overall preferences
would be different if listeners could see the piano as
well as the concert hall. To provide congruent visual
immersion, we are preparing a new experiment that
incorporates a 250◦ wraparound screen for immersive
visuals with extended horizontal field-of-view (FOV)
coverage (as illustrated in Figure 5). These planned
experiments will explore the multimodal impact of vi-
sual congruency on perceived immersion and overall
preference in virtual concert music experience.

5 Discussion

In some applications of sound field recording, it is
necessary to achieve manageable portability of a micro-

Fig. 5: A three-dimensional (3D) visual experience of
the grand piano in McAfee concert hall, simu-
lated via a 250◦ wraparound screen, to be used
in future congruent and holistic immersive lis-
tening tests.

phone array and flexible scalability for multiple repro-
duction formats. We consider this portability and scala-
bility as the underlying design criteria for the proposed
W-Ambisonics technique. Whereas this technique may
not produce the best sound quality for all applications,
it can be used to record audio that translates across
multiple reproduction formats ranging from binaural to
a 9-channel format. In particular, the interaural spacing
of the two FOA microphone arrays seems to render a
convincing ambient sound field, which suggests a tar-
get application for using such a pair in field recording,
and in contexts that prioritize accurate documentation
of human listening perspectives, such as cultural her-
itage acoustics. Furthermore, with the recent growth in
Virtual Reality technologies, manufacturers have begun
producing affordable FOA audio recorders. Strategic
use of these portable devices can be a powerful tool for
the documentation and preservation of the aural her-
itage of cultural and natural sites, places of historical
interest, and endangered locations around the world.
Our study explores a novel configuration of extant tools
in order to offer technical improvements to current prac-
tices and standards, enabling new applications in the
arts and Humanities, social sciences, engineering and
manufacturing sectors.

6 Summary

We propose and offer perceptual evaluations of a new
portable 3D microphone technique, “W-Ambisonics,”
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devised for human-centered virtual translation of acous-
tic events in real-world spaces. This technique com-
bines a conventional stereo cardioid microphone array
to capture the first wavefronts of sound sources with an
interaurally spaced pair of FOA microphones to render
the ambient sound field, thus centering these arrays
in spatial analogy with human audition. Three listen-
ing experiments showed that the proposed microphone
technique enhances lateral image precision, provides
a wider binaural image than the single FOA method,
and scales across multichannel reproduction formats.
The scalable feature of the proposed method highlights
its utility across fields, particularly for use in human-
centered applications such as cultural heritage acoustics
and soundscape research.
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